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Computer experiments on molecular ejection from an amorphous solid:
Comparison to an analytic continuum mechanical model
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Molecular-dynamics simulations are performed to investigate the ejection into the gas phase of large
molecules in an amorphous van der Waals solid due to a rapid expansion of a cylindrical "track" of ma-
terial. Such an excitation geometry may be caused by a fast ion penetrating a solid. The ejection yield,
the angular distribution of ejected particles, and the crater size are investigated as a function of the ex-
pansion rate and energy, sample thickness, and angle of incidence. Comparisons are made with results
from an analytic continuum mechanical model which estimates the ejection from the transiently pressur-
ized region. Although the model is described for point particles and is independent of excitation mecha-
nism, it is able to describe many aspects of the simulation.

INTRODUCTION
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The bombardment of the surface of a volatile insulator
by heavy MeV particles may result in the ejection into
the gas phase of a volume of material. ' Although the
details of the conversion of the deposited energy into
molecular ejection from the solid surface may be cornpli-
cated, the excitation densities deposited in a narrow re-
gion produce an abruptly formed, high pressure, cylindri-
cal region in the solid, the evolution of which can be fol-
lowed by continuum mechanics. There are several
energy-transfer mechanisms suggested to describe how
the excitation and ionization energy deposited by an in-
cident fast ion in an insulator can be converted into
atomic and molecular motion. All these mechanisms
predict that in the cylindrical "track" the molecules are
highly excited having a large amount of energy in inter-
nal degrees of freedom, which can include fragmentation.
It has also been shown that a fraction of this internal en-
ergy can be converted into center of mass motion in a
short time (10 ' —10 ' s). ' This can give rise to a
transiently pressurized cylindrical disturbance, which we
have referred to as a "pressure pulse. " At the vacuum in-
terface the transiently pressurized region can cause ejec-
tion of material from the solid.

In the simulations presented here the excited molecules
are assumed to transfer energy to the lattice by their
physical expansion. ' ' ' The effects of the rapidly ex-
panding molecules in a cylindrical track in an amorphous
solid (Fig. 1) are then investigated by molecular-dynamics
simulations and compared to aspects of an analytic, con-
tinuum mechanical model. This is an extension of ear-
lier work in which the angular distribution of the ejecta
and the total yield were calculated and compared.
Comparisons between results of molecular-dynamics
simulations and laboratory experiments on fast heavy-
ion-induced ejection of molecules from organic solids
have been described earlier, ' " as have comparisons
between experiments and analytic models. ' ' Because
the molecular-dynamics calculations are in general time
consuming, it is extremely useful to confirm the details of
analytic models as they can give useful physical insight
when explaining experimental data. Further, such rnod-
els can guide extensions of the physics of desorption to
other geometries: desorption by laser pulses' and by
cluster-ion bombardment. ' Although comparisons are
made here with a model in which the effect produced by
the deposited energy is represented by a sum of impulses
(pressure-pulse), ' it is very closely related to the
"shock-wave"' ' and the "gas-How"' models for fast-
ion induced sputtering. In each of these models the tran-
sient disturbance to the material is treated approximately
using a somewhat different starting point (Appendix B).
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FIG. l. An MeV ion penetrating an organic solid (a), which
will deposit excitation energy around its straight trajectory that
will give rise to a local expansion of the material (b).

SIMULATIONS

Details of the simulation procedure and the potentials
used are given in an earlier article and the geometry of
the model is given in Fig. 1. The simulations were per-
forrned for a roughly, cylindrical amorphous solid con-
sisting of, for convenience, spherical particles represent-
ing large molecules and interacting via a modified
Lennard-Jones pair potential (Appendix A). Newton's
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second law for the particles in the solid was made
discrete according to the method of Verlet' by introduc-
ing a time step of 10 s. This time step was chosen to
keep the fluctuations in the total-energy small producing
a negligible influence on the results presented. The solid
was constructed by placing the particles in each layer in-
dependently in close-packed circles. Before simulating
the excitation of the solid by an incident ion, the sample
was made amorphous by first raising the temperature of
the particles then cooling the system to room tempera-
ture, taking away 0.01% of the total kinetic energy in
each time step until the solid is fully relaxed.

As stated above, the lattice energy of the excited, large
molecules was created by simply expanding the molecules
by a fraction of their initial radius. This procedure may
at first appear artificial. However, the electronically ex-
cited track directly produces a net repulsion' or the elec-
tron energy is distributed among internal modes so that
the excited molecules are, on the average, expanded and,
therefore, act repulsively. ' The results obtained from
such an expansion have been shown to be very similar to
results produced by vibrationally exciting a track of dia-
tomic molecules. In addition, having hard cores is

roughly consistent with the large differences in frequen-
cies when the time scales for ejection are very short, as is
the case here. For nanosecond laser excitation, on the
other hand, the details of the coupling between internal
and lattice modes are important.

The effect of the excitation (defined in Appendix A) on
a short-time scale was investigated by simulating the clas-
sical trajectories of the particles for 200 ps. The expand-
ed molecules cause a change in the potential energy, so
that the force between neighbors becomes briefly repul-
sive and a transiently pressurized region is produced. In
response to this pressure pulse both the initially expanded
molecules and neighbors, which were not expanded are
ejected. The magnitude of the pressure pulse can be
characterized by the increase in potential energy per unit
path length (dE/dx), fr. When comparing to experiments
(dE/dx), tr represents that part of the energy deposited by
a fast ion that is converted into track expansion energy.
The simulations were mainly performed on a DECstation
5000/200. For the thickest samples, which contained
about 20000 particles, the simulation of one impact took
about 50 h.

The finite number of particles makes it necessary to

consider the effect of the boundaries on the results of the
simulations, e.g. , reflection of energy. The cylindrical
boundary of the sample [x +y = (sample radius) j is,
like the surface, a vacuum interface in our simulations.
The effect of this was investigated by changing the sam-
ple radius but keeping the sample thickness constant.
For the sample dimensions used, the variations of both
yield and velocity distributions were within the variations
caused by sample inhomogeneity. At the lower surface,
(the substrate in an experiment) the boundary condition
can affect the yield as is demonstrated in Fig. 2. The
thickness dependence of the yield is shown for samples
with a reflecting and a free boundary at z =0. For thick
films, the yield is independent of the boundary condition
but for samples that are only a few layers thick the yield
is higher for the energy reflecting boundary. Of course,
substrates have also been shown to affect the measured
yields. ' ' However, since the ejected ions, rather than
neutrals, are the species usually detected (about 0.1% of
the ejecta'), the relative importance of the role of energy
reflection vs the fact that the substrate can supply elec-
trons for neutralization has not been separated.

SIMULATION RESULTS

The rapid rise in potential energy due to the expansion
of the particles in the track is converted into kinetic ener-

gy in a few picoseconds in this simulation, resulting in
steep radial and out-of-the-surface pressure gradients.
The resulting pressure pulse, indicated by the changing
gradient in the energy density, acts on the particles in
the solid. If the net force on a particle normal to the sur-
face from the transiently pressurized region is large
enough and has a duration long enough to separate it
from its neighbors, the surface particle will be ejected.
Subsequently, particles below the surface will be ejected.
Four examples of the component of the force along the
surface normal on particles close to the surface are shown
in Fig. 3. Whether the particles are ejected or not is seen
to depend not only on the magnitude of the force but also
on the local geometry. That is, the applied force must be
able to produce a net outward momentum large enough to
overcome the binding, as seen for (a) and (c) in Fig. 3.
The component of the force normal to the surface, for
particles that are ejected from the surface layer, can have
a few maxima followed by a small negative minimum, i.e.,
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FIG. 2. The yield as a func-
tion of the sample thickness for
(dE /dx )~s of (a) 5 eV/A and (b)

7 eV/A for two different bound-
ary conditions at z =0.
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FIG. 3. The z component of the force (solid line) on four different surface molecules as a function of time after expansion giving
the accumulated impulse (dashed line). Two of the molecules (a and c) are ejected, and the other two (b and d) are not ejected.

the final attraction to the surface.
Not only are single particles ejected, but also clusters

(e.g., dimers, trimers, etc.). At time zero the "internal"
potential energy between a pair of neighbors is approxi-
mately —0.5 eV, which means that the two particles are
close to their equilibrium position in the solid. An in-
crease in both internal and "external" potential energy
occurs at the arrival of the pressure pulse. For a while
the internal potential energy can be higher than what is
required for separation of the two particles, but if energy

is transferred to the surrounding particles a dimer can be
ejected without decomposing. Approximately 10% of
the ejected molecules are dimers in these simulations.

ENERGY TRANSPORT

Energy transport from the abruptly expanded region
can occur by shock propagation, by ejection of material
from the surface, and by collisional (diffusive) transport.
That is, a rapidly moving disturbance is always seen,
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FIG. 4. The energy density profile as a function of time for (a) a 140-A sample with sputtering and (b) an infinitely thick sample (no

sputtering): curves at 0.8, 2, 8 ps.
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FIG. 5. The radial energy density profile for infinite thick-
ness (no surface) roughly fitting a Gaussian shape, Eq. (B4) (in-

2
set): mean-square radius of profile r and effective diffusivity ~
are shown vs time.

which reaches the cylindrical boundary in times of the
order of a few times 10 ' s. This is the solid-state,
acoustic wave signal from the expansion seen also in oth-
er simulations. It is a remnant of a weak shock with
"back pressure, " which for these excitation densities be-
comes an acoustic wave beyond the track (-20 A) in less
than 10 ' s. (There may also be an earlier Coulomb
repulsive shock extending over distances of the order of a
nanometer in times less than 10 ' s. ' This stage is, of
course, absent from this model, but would contribute to
the total material expansion energy, our starting point. )

This is followed by a slower "diffusive" collisional trans-
port of the energy of lattice motion from the transiently
pressurized region. In Fig. 4 we compare the radial evo-
lution of this energy between a sample having a vacuum
interface at the surface, from which sputtering occurs,
and a sample with periodic boundary conditions in the z
direction (no sputtering, an essentially infinite sample).
Note that for the sample thickness used (d =140 A) and
the number of molecules ejected (160) a significant
amount of energy is lost to the sputter ejecta.

In a randomly ordered solid it was assumed in Ref. 6
that the collisional, radial energy transport could be ap-
proximated diffusively, and a constant diffusivity was

used to obtain an analytic solution (Appendix B). That
such transport occurs is born out by the radial energy
profile in Fig. 4. For times less than 10 ps an average
diffusivity of ~=0.05 cm /s roughly describes the calcu-
lated radial spread (Fig. 5) (of the order of the speed of
sound in our material, 2.6 X 10 cm/s times the molecular
size, as for a gas-phase diffusivity). Here we again ern-

phasize an important difference between the model ma-
terial and a material composed of large molecules. Al-
though, large biomolecules are known to be fairly "rig-
id, " unexcited molecules can, in fact, absorb energy from
the expansion. Because of the large numbers of internal
degrees of freedom, the heat capacity is large and, there-
fore, the thermal diffusivity (associated with local thermo
dynamic equilibrum) is very small Th. e relatively large
effective diffusivity in our computer experiments is the
rapid, collisional (kinetic energy) component. That is, we
are describing a nonequilibrium process, in which the
ejection is complete in less than 10 " s, well before the
lattice energy and the internal modes are in thermal equi-
librium. Therefore, it is the size of ~ during the rapid
energy-transfer processes leading to ejection that matters.
The "dissipation" of energy into internal modes can, in
principle, be included in the numerical and analytic mod-
els, ' primarily affecting the interpretation of the amount
of expansion energy associated with a particular yield.

YIELD VS EXPANSION RATE

The yield is defined as the number of particles ejected
due to the expansion. In Fig. 6 the dependence of the
yield on the rise time and the duration of the expansion is
shown. For the range of excitation densities used, a rise
time shorter than 10 ' s is needed for ejection to occur.
That is, by our means of "excitation" longer excitation
times produce a pulse too weak to break the bonds to the
surface molecules. Of course, adiabatic expansion will re-
sult in no pressure pulse forming, as the material gradual-
ly adjusts to the increased molecular size. The duration
of the expansion needed for maximum ejection yield de-
creases slightly for increasing excitation energy density
over our range. Since a signal traveling at the speed of
sound in our material over a molecular diameter (-16 A)
takes about 6X 10 ' s, this time scale is understandable.
That is, the expansion energy should be put in faster than
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the acoustic waves remove it, producing a weak
shock. ' For comparison we note that the time it takes
for a protein to expand once the breathing mode is excit-
ed is about 3 X 10 ' s, and the time for transfer of the
vibrational energy to c.m. motion for the highly excited
solid of diatomics is about 10 ' s. '

The above results show that the effective pressure pulse
is not simply dependent on the amount of expansion ener-

gy along the cylinder but is also dependent on the rate of
excitation, that is on the effective impulse produced.
This is also an aspect of the pressure-pulse model. ' In
comparing the simulation with the analytic model we use,
in the following, zero rise time and infinite duration.
However, when nanosecond lasers excite a material (pla-
nar rather than cylindrical geometry) such an assumption
is problematic. ' Here the rapid deposition of energy by
the ion followed by the rapid conversion to lattice motion
makes such an approximation reasonable.

CONTINUUM MECHANICAL MODEL

The results of the simulation are compared with the re-
sults of an approximate, analytic continuum mechanical
description. ' ' In that model the sum of the impulses
from the transiently pressurized region acting on a
volume of material determines the amount of material
ejected. To calculate this it is assumed that sources of
impulse are created by the incident ion along its track
through the solid. The net momentum flux absorbed by a
volume can act to eject molecules (i.e., to produce a local
phase transform). This is calculated by assuming the en-

ergy from the individual sources spreads diffusively in the
solid, due to collisional transport, with the net energy
density at any time obtained additively. The resulting
large energy gradient close to the ion track will produce a
volume force on the surrounding material. The net im-
pulse transferred to a volume element in the solid is cal-
culated by integrating this force over time, similar to
what was shown in Fig. 3 for the molecular-dynamics cal-
culation. A molecule in the solid is regarded as ejected if
the z component of this impulse is larger than a critical
impulse determined by the cohesive energy of the solid.
What is actually calculated in the analytic model is the
position in the solid of those molecules that can receive
the minimum momentum for ejection. The locus of these
positions then determines the volume of ejection. Details
are described in Appendix B and Ref. 6, and the relation-

ship to a thermal spike model is discussed in Ref. 6. Note
that the resulting expressions parallel those given in Ref.
12, which describes the effect of shock waves (see also
Appendix of Ref. 6). The principle differences between
these models are the description of the energy transport
and the criterion for ejection. For example in Ref. 12 ei-
ther a critical energy density or a critical energy Aux
must be achieved for ejection, whereas Ref. 6 uses the net
impulse received by a molecular volume due to the tran-
siently pressurized region (Appendix B, Ref. 24).

COMPARISONS

The sample film thickness influences the ejection yield,
as discussed earlier, Fig. 2. The yield will first increase
with increasing sample thickness due to both the increas-
ing amount of material available and the contributions to
the pressure pulse from impulses deeper in the sample.
As the film thickness increases the yield eventually be-
comes independent of sample thickness, because the addi-
tional contributions to the pressure pulse by increasing
the sample thickness have been diluted before reaching
the surface. This concept is valid in both the simulations
and the analytic model and the results are compared in
Fig. 7. The thickness dependence of the yield is also
influenced by the angle of incidence [Fig. 7(b)]. It is seen
that for grazing incidence a much sharper saturation is
obtained. The thickness associated with saturation varies
as (dE/dx), ttin a manner consistent with the continuum
mechanical model. The yield vs thickness has been mea-
sured for organic secondary ions, ' ' exhibiting a depen-
dence similar to that in Fig. 7. However, the dependence
of the saturation thickness on (dE/dx), tt is much slower
for 45' angle of incidence but closer for normal in-
cidence Bec.ause these experiments only detect secon
dary ions and were done on an ordered Langmuir-
Blodgett film of fatty acids care should be taken with
comparisons. The results here are for the total yield from
an amorphous solid and compare well with the model in
Appendix B. Experiments on total yield are needed.

The dependence of the yield on the deposited energy
has earlier been simulated for samples on rejecting sub-
strates. In Fig. 8 the simulated ejection yield from a
sample without substrate can be seen as a function of
(dE/dx), tt for different sample thicknesses, and it is com-
pared with the predictions of the continuum mechanical
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FIG. 8. The yield as a function of (dE/dx), & for samples
without substrate compared with the predictions of the continu-
um mechanical model (lines). The in5nite thickness means that
further increase of the thickness will not affect the yield.

model. The simulated yield from a thick film varies as
(dE/dx), rr, which is consistent with both experiments on
the neutral yield of the amino acid leucine and also with
the analytic model for P=0.67. P, defined in Appendix
B, is (y —1)=(2/3} for a gas of structureless particles,
where y is the ratio of heat capacities. For thinner films
the dependence of the yield on energy deposition in the
simulations is slower than that in the analytic model.

In Fig. 9 variations of the yield with angle of incidence
of the primary particle can be seen for the simulations
and the continuum mechanical model. Here we use a
technique for calculating the volume ejected like that
suggested in Ref. 12 (Appendix B). The increase in yield
seen with increasing angle from the normal is due to the
larger amount of energy deposited close to the surface
and due to the fact that the radial component of the im-
pulse will contribute more favorably. The yield is seen in
Fig. 9(b) to have a faster dependence on the angle of in-
cidence for thinner films. Experimentally, the yield of
secondary ions from thick organic films has been mea-
sured to vary as cos "8, where n=1 —2. Note, this
dependence is also close to that calculated analytically for
a cylindrical "thermal" spike model [cosa ' (Ref. 28)],
emphasizing that the geometry of the excited region is

After ejection of some particles, the system will evolve
leaving a crater in the sample at the point of "impact"
(Fig. 10). A typical pile up of material can be seen at the
edges of the crater. Large variations in crater size and
shape are obtained due to the statistical nature of the
sputtering process consistent with Ref. 22. Indications
that a crater is formed in the solid after MeV-ion impact
is given by experiments on ordered Langmuir-Blodgett
films of fatty acids. ' ' On an amorphous biomolecular
film, we presume the surface layer is the primary source
of large-molecule ions, since ejection angles for
biomolecule ions are the same when they are adsorbed to
a nitrocellulose sample as when they are ejected from a
sample of biomolecules. (Note, in Ref. 12 the ion and
neutral volumes are assumed to be the same, although in
comparison with data on ion ejection angles only surface
ejection is included. } There are as yet no measurements
on the shape of the volume for the total ejecta for organic
solids. However, measurements show that the ion and
neutral yields have different (dE/dx) dependencies con-
sistent with their coming from difFerent volumes. This is
understandable, since the ionization probability is higher
closer to the ion path, where the energy density and the
secondary electron Aux is also higher, and the neutraliza-
tion probability is lower for molecules originating from
the surface.

The continuum mechanical model of the sputtering
process predicts that the volume from which the neutrals
originate is roughly hemispherical for normal incidence,
with a radius r, proportional to the electronic stopping
power for narrow tracts. ' The result is also obtained in
the simulations as seen in Fig. 11. The analytic model
does not, of course, describe the thermal rearrangement
of the solid seen in Fig. 10. In addition, it is still not
known in organic solids if the craters formed in the
sputtering process are eventually annealed by the longer-
term thermal motion of the surrounding material. How-
ever, in mica permanent craters with a radial dependence
on the energy loss of the incident close to linear have
been observed at high-energy deposition.
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The results of molecular-dynamics simulations, based
on a simplified description of the prompt response of the
material to a cylindrical excitation, can be used to under-
stand aspects of the ejection of material from an arnor-
phous solid and to reproduce aspects of experimental
data on electronic sputtering of large organic molecules.
Based on the comparisons made here, along with those

discussed earlier, it is also seen that many results of
these simulations can be described by an approximate an-
alytic model, the so-called pressure-pulse model for
sputtering. The concept of the model, based on continu-
um mechanics, is simple: ejection at the surface is a sum
of the effect of the track of impulses from the transiently
pressurized region. The analytic expression for point
particles in the appendix is obtained by assuming the ma-
terial acts linearly over the short time periods of interest.
For longer time periods the molecular-dynamics simula-
tions indicate that the diffusivity (dispersion of energy)
depends on the local energy density. This is the "spike"
regime during which additional material may be lost as a
result of the random motion of the particles, a sublima-
tionlike process thought to be detrimental to
biornolecules.

As stated earlier, the analytic model used here is close-
ly related to models referred to as shock and gas flow. In
the simulation it is seen that the volume must be excited
rapidly compared to the rate of acoustic energy trans-
port, so that a weak shock occurs. ' The excited region
subsequently expands in response to the pressure gra-
dients in the excited track, producing a transient, hydro-
dynamic expansion that causes material to leave the
solid. Each of the various models attempt to estimate the
amount and/or the character of the ejecta using a subset
of the properties of the whole process. Although those
results, which depend only on geometry are essentially the
same in these models, the standard shock model calcula-
tion of the total yield, as described in Ref. 12, scales as
(dE/dx), s unlike the simulation results given here, al-

though the authors subsequently modified the ejection
criterion (Appendix B). In the calculation of the yield de-
scribed in Ref. 16 for the gas-flow model, the transient
hydrodynamic expansion is approximated by a modified
thermal spike, leading to a yield that also differs in its
dependence on (dE/dx), ff from the dependence found in
the simulations, but closer to that found in a recent simu-

lation on solid Ar. ' Although none of the models is a
complete continuum mechanical model and although
different starting points, can, in principle, lead to the
same result, the evolution of the energy and the estimate
of the size of the impulse, as calculated in the analytic
model described in Appendix B, appears to be quite con-
sistent with the molecular-dynamics simulations made
here. Since the analytic model is for point particles the
success of this comparison also indicates that the details
of the expansion process might not be as important as the
resulting energy densities achieved.
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APPENDIX A

Parameters for the simulation performed are given
below. The numbers inside the brackets are used when
explicitly stated. The potential is

V(d)=Eb[(do/d )' —2(do/d ) ],
d= ~x;

—xj ~

2—r, (distance between cores),

= ( ra +kr )(hr; .is expansion),

d0=r; +r —2r, ,
0 0

r0=11 A, r, =s A, EI, =0.5 eV.

(B2)

Dycosg dz;
e(p, z, t)= e(r, , t)

0 e

EF.,-
e(r, , t)= exp( —r; /r )exp( t—/r),

(
—2)3/2

where T =r0+4~t, r; is the distance from the source, r0
is the effective radius of the source, and hE; is its energy
content. The total-energy density propagation in the
solid is obtained by summing the contributions from all
sources along the ion trajectory (Fig. 12), i.e., integrating
along the z axis from the surface to D/cos8, assuming a
narrow track,

The particle mass is

M=10000 u.

T

e(p t) f D/cos8 z —
f z

erf +erf
2 T T

(B3)

The (cylindrical) sample is

Thickness, d=140 A, (22 —410 A),

Radius =210—410 A,

Number of molecules =279—20 254,

Density = 1.2 gm /cm

Bulk Modulus =2.2 X 109 N /mz.

Boundary conditions are

z =0: reflecting substrate,

z =Sample thickness: free boundary,

x +y =(sample radius): free boundary.

where

e(p, t) = E 1

2 exp( p /r )exp—( t/r) —.
,emr

(B4)

Here D is the sample thickness, 0 is the angle of in-
cidence, A., ' the number of energy sources per unit path
length along the ion trajectory

[(b,E, /A, , )=(dE/dx), tt] .

Writing the local pressure as P =Pe, the force on an
element of volume in the solid from the momentum equa-
tion is given by

The expansion is nstF(p, z, t ) = PVe(p, z—, t ) = — (n~p),
d

(B5)

Rise time=0 (10 ' —10 ' s),
Duration= oo (5X10 ' —2X10 ' s),
(dE/dx), tt= 5 17 eV/A-
Radius of track=19 A

Angle of incidence, 8=45' (0—75') .

where P is a material dependent parameter taken as a
constant and n~ the molecular number density. [Note
for a gas, P=(y —1), where y is the ratio of specific
heats. ] The momentum p imparted to an element of
volume of the material is obtained by integrating the
force in Eq. (B5) over time. For r~ ao and r0~0,

APPENDIX B

Be(r, t)
& [ ( )& ( )]

e(r, t) (Bl)

%e first describe the continuum mechanical model
based on a sum of impulses including sample thickness
dependence and discuss a weak shock at the end. The en-
ergy from a point source in the solid (individual molecu-
lar expansion) is assumed in Ref. 6 to spread according to

1 1 o D/cos8 —z z
p=p, r, —z —— + +-

r Ti p T) r

z'

Incident
ion

(B6)

where e is the energy density, t is the time, ~ is the en-
ergy dissipation rate (e.g., excitation of internal modes,
etc.), and a is the effective diffusivity. This ignores con-
vective transport and the compressibility of the solid,
though the latter in an inelastic material can act as a dis-
sipative effect. The spherically symmetric solution of this
in an infinite solid for constant ~ is FICJ. 12. De6nition of coordinates.
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where

r, =P(dE/dx ),tt/(4mtcnstp, ) ~ (dE/dx), tt/(n~~ U),
p, is the critical impulse for ejection, r, = ~r

—Dz~, and U

is the average cohesive energy. Note that if sharp pulses,
rather then diffusive pulses, are used (appendix Ref. 6),
Eq. (6) can again be obtained. The components of the
momentum from Eq. (B6) are

px' rc 1—
pq r

r . x cosO d/cosO —z
sinO — r +Z

rj p r)
(B7)

Py' rc y D /cos8 —z +Z
p r p r)

(B8)

pz'

pc

r x sin8 D /cos6) —z
cosO— T +Z

p
2

r&

(B9)

The ejection of a volume of the solid is assumed to be
determined by p, &p„ if its velocity aims at a part of the
surface above it that is also ejected. This means that a
part of the solid will be ejected if it receives a large
enough impulse to overcome the cohesive energy of the
solid and that it mill not collide with a part of the solid
above it that is not ejected. These expressions are easily
modified' if the pulses are dissipative (r finite), the time
for accumulation of momentum is not infinite, or the
track has a finite width. The results presented will be
the same as long as r, is much smaller than the effective
transport distance [e.g. , (ter)' when r finite in Eq. (B1)].

A particularly useful aspect of the model above is the
ability to represent the geometry of the excitation addi-
tively. Hence, in the appendix of Ref. 6 the above was
also obtained for 5-function impulses. Additivity re-
quires linearity of the effect with source function. In a
gas strong shocks (b P »Po, where IJP is the pressure ex-
cursion in an impulse and Po is the ambient pressure) are
not additive. However, a weak shock hP &(Po is, since
in one dimension

6(nM p) = IJP /c, (B10)
where p is the momentum applied, as in Eq. (B6), and c is
the speed of sound. ' The bulk modulus of the material
provides an effective back pressure in the solid and the
criterion for a weak shock is density rather than pres-
sure.

In Ref. 12 the pressure excursion in the shock (pulse)
divided by the speed of sound is like our (nstp) in Eq.
(B10). However, those authors initially use the local en-

ergy density as the ejection criterion, as was the case in
Ref. 15. In their more recent paper they stated that the
energy density could be used for ion ejection and the en-

ergy flux for total yield. In the gas-flow model a ternpera-
ture (pressure) profile is assumed to have been produced
by the incident ion. This profile is then used to calculate
the gas flow out of the energized region. For convenience
the authors in Ref. 16 use a thermal spike with U=O to
calculate the loss of material until the temperature drops
below the critical temperature, which is proportional to
U. Aspects of this have recently been verified by molecu-
lar dynamics. '
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